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Abstract—Currently, searchable encryption is a hot topic in the field of cloud computing. The existing achievements are mainly focused on keyword-based search schemes, and almost all of them depend on predefined keywords extracted in the phases of index construction and query. However, keyword-based search schemes ignore the semantic representation information of users’ retrieval and cannot completely match users’ search intention. Therefore, how to design a content-based search scheme and make semantic search more effective and context-aware is a difficult challenge. In this paper, for the first time, we define and solve the problems of semantic search based on conceptual graphs (CGs) over encrypted outsourced data in clouding computing (SSCG). We firstly employ the efficient measure of “sentence scoring” in text summarization and Tregex to extract the most important and simplified topic sentences from documents. We then convert these simplified sentences into CGs. To perform quantitative calculation of CGs, we design a new method that can map CGs to vectors. Next, we rank the returned results based on “text summarization score”. Furthermore, we propose a basic idea for SSCG and give a significantly improved scheme to satisfy the security guarantee of searchable symmetric encryption (SSE). Finally, we choose a real-world dataset – ie., the CNN dataset to test our scheme. The results obtained from the experiment show the effectiveness of our proposed scheme.
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1 INTRODUCTION

With the development of cloud services, an increasing number of data owners are choosing to outsource their data to the cloud. Cloud computing enables users to manage their data remotely and has many benefits for users. It is convenient for users to manage their data from everywhere without fixed equipment and to ignore the storage of the data. Additionally, it can provide high-quality service for users because it is a shared configurable computing resource. However, data privacy is a significant problem that concerns customers. To protect the privacy of data, users usually choose to outsource their data in encrypted form. This makes effective utilization of the data become a challenging task when dealing with a large amount of data files. Moreover, when only interested in some files, it is necessary to provide effective way to search for the data files. One of the most popular and common ways is keyword-based search. Although, this method can allow users to retrieve files of interest, the returned results are always imprecise and unable to satisfy the intention of users.

In traditional searchable encryption schemes, data users can search for encrypted data securely and effectively. Additionally, the schemes provide a ranked result for users. However, the ranked results cannot completely match users’ search intentions with the loss of semantic information. In other words, in terms of keyword search, keywords cannot provide a sufficient semantic representation of users’ retrieval goals. To solve this problem, we introduce the Conceptual Graph (CG) in this paper. The CG is a structure for knowledge representation based on first logic. CGs are natural, simple and fine-grained semantic representations for depicting texts. A CG is a finite, connected and bipartite graph [1]. We will provide a detailed description in section 3. When applied in a large collaborative data outsourcing cloud environment, CGs may encounter several challenges, as follows. First, for each query and source file, when showed in the CG format, we must ensure that CG is searchable in the form of encryption. Existing CG search schemes in plaintext need to compute the specific value of similarity between CGs. In the process of calculating the similarity, they always need the help of the server and a tool of semantic extension such as WordNet to learn their query further. In other words, the server needs to learn the concrete content of retrieval to facilitate the retrieval. It is impractical to apply these schemes in plaintext to encrypted data. Then, faced with large amount of data, it is important to use effective mechanisms to guarantee the accuracy of the retrieval. Finally, in the existing searchable schemes, it is imperative to give rank results according to the queries.

In this paper, we solve the problem of how to enable a searchable encryption system with the support of semantic extension. Our work is one of only a few to study ranked search over encrypted data represented by CGs in Cloud Computing. We choose CG among various modes of knowledge representation as our semantic representation tool. In our scheme, we apply a state-of-the-art technique...
IEL, text summarization and Tregex, a tool for simplifying sentences to summarize the document. We introduce the existing scheme of constructing CGs [19] to help generate CGs. To achieve our design goals for both system security and usability, we divide each CG into three index vectors in response to the structure, the type of concept and the value of the concept of CG. Ranked search greatly improves system usability by returning the matching files in ranked order with regard to certain relevance criteria. Thus, to indicate how the document satisfies the query and ranks the returned file, we use the “text summarization score” (TSS), which can gauge the extent to which the documents match their summarizations according to the relevance score. Moreover, if the score is higher, the document is more coincident with the original document. To protect the privacy of the TSS, we then integrate order preserving symmetric encryption (OPSE). Our contributions can be summarized as follows:

1) For the first time, we define the problem of semantic search based on conceptual graphs over encrypted outsourced data, and provide an effective method to perform a secure ranked search. Additionally, we define and present a round system of semantic search based on conceptual graphs over encrypted outsourced data.

2) Rather than employing traditional keywords as our knowledge representation tool, we use conceptual graphs to realize real semantic search in encrypted form. We propose a new practical and processing method of mapping CGs to vectors that makes quantitative calculation of CGs possible.

3) Extensive experimental results demonstrate the effectiveness and efficiency of the proposed solution.

The reminder of this paper is organized as follows. Related work is discussed in Section 2, and Section 3 gives a brief introduction to the system model, the threat model, the design goals, and the preliminaries. Section 4 describes the schemes in detail. Section 5 presents security analysis. Section 6 shows the experiments and performance analysis. In Section 7, conclusions are drawn.

2 RELATED WORK

We mainly focus on semantic search based on a searchable encrypted scheme in this paper. Thus, we describe the related work of the three parts as follows:

Song et al. [5] was the first to propose the searchable encryption scheme in the symmetric setting. A 2-layered encryption structure is used to search over the encrypted documents with a sequential scan. The main idea is that each word is encrypted separately at first; then, a hash value with a special form is embedded into the ciphertext before searching. When users submit a search request, the server firstly extracts the hash value from the ciphertext and then determines whether the value matches the special form. It is the first practical scheme defining the problem of searching for encrypted data and had a major positive effect on later studies. However, the obvious weakness is that the scheme must adopt a fixed length of words and is not compatible with variable length words. Another weakness is that the scheme must adopt the designed two-layer encryption method, which is not suitable for other types of data, such as compressed data.

After that, single keyword searchable encryption schemes [6-8] were developed. These schemes were an initial semantic extension. [6,7] proposed to improve the security definition and search efficiency. [8] proposes an effective searchable symmetric encryption scheme to achieve keyword searches and return ranked results. The main idea is building an inverted index to store a list of mappings from keywords to the corresponding set of files that contain this keyword. When a user submits a search request, the cloud server first locates the matching list of indexes and sends back the corresponding files. However, it can only support a single keyword search.

To enrich the function of retrieval, multi-keyword schemes were also proposed [9-12]. In a general sense, [9] is the basis of [10-14]. [9] was the first to solve the problem of multi-keyword ranked search over encrypted cloud data (MRSE). In MRSE, the data owner generates a binary data vector for each document as the index, where each bit $P[i]$ represents whether the corresponding keyword appears in the document. Then the scheme splits the vector $P$ into two vectors encrypted with two invertible matrices. The user constructs the query vector $Q$ in the same way but using the inverses of invertible matrices in the process of encryption. Upon receiving a trapdoor, the cloud server computes the inner product between the index and query and returns the related, ranked files. Based on secure inner product computation, two significantly improved MRSE schemes that satisfy the various stringent privacy requirements in two different threat models were presented. [10] proposed constructing the search index based on term frequency and the vector space model and selected the cosine similarity measure to achieve higher search result accuracy. [11] took the keyword access frequencies into account when a system returns ranked results. [12] introduced parallel computing to increase the effectiveness of multi-keyword search.

Based on [9], some typical schemes were proposed and were not confined to multi-keywords. For example, the dynamic searchable encrypted scheme [13] and semantic search schemes [14] attempted to perform semantic search. [13] presented a secure multi-keyword ranked search scheme based on VSM and the widely used TF-IDF mode, which simultaneously supports dynamic update operations such as the deletion and insertion of documents. [14] used the porter algorithm to map all the semantically close words or different variants of a word to the same stem. [23-32] covered many secure search schemes which are also important to which more attention should be paid.

Due to the limitation of keyword searches, note that all these schemes only partially support semantic search. Adding as much semantic information as possible to improve the accuracy of retrieval is our core concern in this paper.
3 PROBLEM FORMULATION

3.1 The System and Threat Models

A cloud data hosting service contains three different entities commonly, as illustrated in Fig. 1, data owner (O), data user (U), and cloud server (CS). Data owner owns $n$ data files $F = \{F_1, F_2, ..., F_n\}$ and he outsources the encrypted data to the cloud server while still ensuring that the data are searchable. Then some searchable indexes are generated based on the dataset for the purpose of searching for documents of interest, the process of which is as follows. Firstly, CGs are constructed based on each document in the dataset. Secondly, three index vectors for each CG are generated based on the structure and the concepts of the CG. Finally, the searchable index is constructed with all the index vectors. Then, vectors are also encrypted and outsourced to the cloud server together with the encrypted dataset. Authorized data users can search for documents of interest from the outsourced dataset by submitting a query trapdoor to the cloud server. After receiving the trapdoor, the cloud server searches the searchable index and returns those encrypted documents that satisfy the search criterion. Note that the returned documents are ranked by their relevance scores. Once receiving the search results from the cloud server, the data user can decrypt the ciphertext and obtain the expected files in plaintext. In our model, we think that the cloud server is “honest-but-curious”, which is the same as in the most previous works, such as [8]. We employ [22]’s classification regarding the cloud server based on the knowledge it has to assist in proving the security of our scheme as follows named level-1, level-2 and level-3 attack respectively:

- The cloud server only pays attention to the ciphertext.
- In addition to the ciphertext, the cloud server also knows some plaintext indexes.
- Moreover, the cloud server knows the corresponding encrypted values of the plaintext indexes.

3.2 Design Goal

To solve the problem of semantic search based on conceptual graphs over encrypted outsourced data effectively in the above system model, our system has the following design goals.

- **Ranked search:** The proposed scheme is designed to provide not only semantic query based on CG but also accurate result ranking.
- **Search Efficiency:** The scheme aims to achieve low communication and computation overhead.
- **Privacy:** The scheme is designed to prevent the cloud server from learning additional information regarding the document collection and query.

3.3 Notations and Preliminaries

- $F$ – the plaintext document collection, denoted as a collection of $n$ documents $F = \{F_1, F_2, ..., F_n\}$. Each document $F_i$ in the collection can be considered as a CG.
- $n$ – the total number of documents in $F$.
- $Q$ – the query represented by three vectors, defined as a collection of three vectors $Q = \{Q_1, Q_2, Q_3\}$.
- $F(Q_1)$ – the encrypted set of documents in $F$ whose $D_i$ is similar with $Q_1$.
- $D_i$ – the source file $F_{i}$ represented by three vectors, defined as a collection of three vectors $D_i = \{D_{i1}, D_{i2}, D_{i3}\}$.
- $N$ – the total number of documents in $F$ is similar with the query CG.

**Text summarization** Text Summarization (TS) always tries to determine the “meaning” of documents. Essentially, TS techniques are classified as Extractive and Abstractive. In this paper, we focus on extractive summarization. Extractive summaries (ES) produce some of the most significant sentences extracted from the document instead of rebuilding. Through performing a rank of on sentences in the document and choosing the sentences with high scores, ES can acquire some sentences to represent the document. In the review [2], the achievements of single document summarization are shown, and a comparison between existing sentence scoring methods of the last ten years is made. We select the best algorithm in sentence scoring as our pre-processing tool.

In this paragraph, we crudely describe the advanced algorithm as follows. The modified TF/IDF algorithm can be used to compute the scores of sentences. This algorithm performs a comparison between the term frequency (tf) in a document (each sentence is treated as a document) and the document frequency (df), which denotes the number of times that a word occurs among all documents. The TF/IDF score can be calculated for the keyword $w$ as follows:

$$TF/IDF(w) = DN \times \frac{\log(1 + tf)}{\log(df)}$$  \hspace{1cm} (1)

where DN is the number of documents. When we attain all sentences’ TF/IDF, we sort these values to select the sentence responding with the highest score.

Tregex is a powerful syntactic tree search language for identifying syntactic elements. It has been applied to many aspects in Natural Language Processing (NLP), consisting of sentence simplification which we focus on in this paper. Tregex can be used to distinguish the various relations between tree nodes. Tregex is more powerful than regular sentence classification expressions because it can capture a greater number of syntactic ways in which people write a...
certain type of sentence with cue phrases [3]. After identifying the key nodes with Tregex, we use the Stanford Parser’s API to analyze trees, which allows for inserting and deleting children, changing labels on tree nodes, etc [4].

**Conceptual graph** Conceptual graph as a knowledge representation model was proposed by Sowa in [15]. It is defined as a graph representation of logic, that is based on the semantic networks of Artificial Intelligence (AI) and existential graphs [16]. There are usually two types of nodes: concepts (rectangles) and conceptual relations (ovals) (Fig. 2). A concept is connected with another concept by a conceptual relation. Each conceptual relation must be connected to some other concepts. For each CG, we denoted conceptual relations as semantic roles, with 30 relations approximately 24 relations, regardless of tenses. **Person** and **City** in Fig. 2 in the CG are concept types and show the category of concepts. They can be null and are marked as “*”.

**Ranking Function** In information retrieval, a ranking function is used to calculate the relevance scores of matching files to a given search request. In this paper, we will rank our files according to TSS. How we calculate TSS is based on Formula (1). Table 1 shows an example of TSS.

**Order-Preserving Symmetric Encryption (OPSE)** OPSE is a cryptographic primitive that helps sort the ranking scores in an encrypted form. However, the original OPSE always maps the plaintext into the same random-sized non-overlapping interval bucket which leads to some information leakage. In this paper, we focus on the modified OPSE mentioned in [8]. In [8], they designed a one-to-many OPSE which appends files’ ID into the plaintext and makes the same plaintext no longer point to the same ciphertext deterministically. The modified OPSE effectively reduces the information leakage.

## 4 The Proposed Schemes

Existing schemes are [17, 18] either are only suitable for plaintext or for performing searches before encryption. They cannot realize encrypted searches based on CG. Thus, we must first construct a search scheme in plaintext that can also be easily applied to encrypted data. We will propose a complete scheme, including data pre-processing. First, we give a rough summarization of data pre-processing as follows - making summarizations of the document set, simplifying the sentences obtained in text summarization by Tregex and constructing the CGs according to the simplified sentences [19]. Then we present our scheme based on the above.

In this section, we first give a description of index construction in detail which is the foundation of our scheme. Then we will describe an effective unencrypted semantic search based on conceptual graphs (USSCG) scheme as the basis of the subsequent encrypted scheme. Finally, based on the USSCG and referring to the encrypted scheme of [8], we will present a secure search scheme – SSCG.

### 4.1 Index Constructions

In Section 3, we gave a brief introduction to CG which assists us in index constructions. As mentioned above, the “semantic roles”, “concept types” and “concept values” are typical parts in the CG. To generalize all information of a CG, we must take effective measures to cover all typical parts of a CG. Regarding quantitative calculation, constructing vectors is the best way. Thus, we design a new processing method for extracting vectors from typical parts. One vector is used to match the “semantic role” in the search request which determines whether the structure of a CG is satisfied with the search request, i.e., whether query CGs’ semantic roles are included in the source CG. Another two are the same as the first one to match the concept types and concept values. In the next paragraph, we will detail how to produce the three vectors from a CG.

The process of generating these two \( n \) –dimension index vectors (\( n \) represents the total number of semantic roles) and one \( (n + 1) \) –dimension based on the extended semantic roles, concept types and concept values are as follows. For a CG \( G_i \), we use \( D_{i1}, D_{i2} \) and \( D_{i3} \) to refer to its three index vectors. Each dimension of \( D_{i1} \), denoted as \( D_{i1}[j] \), corresponds to a node (stores semantic role sr in the CG). If \( G_i \) contains the semantic roles sr, then \( D_{i1}[j] = 1 \), otherwise \( D_{i1}[j] = 0 \). Similarly, each dimension of \( D_{i2}, D_{i3} \), denoted by \( D_{i2}[j], D_{i3}[j] \), also corresponds to the nodes (stores concept type \( r_j \) and the value for concept \( c_j \) in the CG. If \( G \) contains \( sr \) and \( r_j \), \( c_j \) have values in \( F \), denoted as \( Val(r_j, G) \) and \( Val(c_j, G) \) respectively, then \( D_{i2}[j], D_{i3}[j] \) is:

\[
D_{i2}[j] = \begin{cases} 
Val(r_j, G) & \text{if } Val(r_j, G) \text{ is not null} \\
0 & \text{if } Val(r_j, G) \text{ is null} 
\end{cases} 
\]  
(2)

\[
D_{i3}[j] = \begin{cases} 
Val(c_j, G) & \text{if } Val(c_j, G) \text{ is not null} \\
0 & \text{if } Val(c_j, G) \text{ is null} 
\end{cases} 
\]  
(3)

We take the CG in Fig.2 as an example to illustrate the process. In the CG, **John**, **Go**, **Boston**, **Bus** are concept nodes. **Agrt**, **Inst**, **Dest** are the semantic roles. **Person**, **City** are concept types. The index vectors generated for the above CG are shown in Fig.3.

### Table 1

An example of TSS

<table>
<thead>
<tr>
<th>File ID</th>
<th>( F_1 )</th>
<th>( F_2 )</th>
<th>( F_3 )</th>
<th>( F_4 )</th>
<th>( F_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevance Score</td>
<td>21.6741596</td>
<td>6.2532888</td>
<td>23.3445375</td>
<td>4.8164799</td>
<td>23.3445375</td>
</tr>
</tbody>
</table>

![Fig. 2. CG display form for John going to Boston by bus.](image_url)
Fig. 3. Index vectors display form for John is going to Boston by bus.

4.2 USSCG Scheme

The search process of the USSCG scheme is an algorithm named CGM (conceptual graphs match). We construct a result list denoted as RList, whose element is defined as (RScore, FID). Here, RScore is the relevance score of the document whose id was denoted as FID to the CG calculated according to Formula (1). The RList stores the k documents with high similarity to the query temporarily. The elements of the list are ranked in descending order according to the RScore and RList will be revised during the search process. The following are some other notations, and the CGM algorithm is described in Algorithm 1.

$RScore(D, Q)$ –The function used to calculate the similarity between query vector $Q$ and index vector $D$.

$Score$ – The minimum value of $RScore(D_1, Q_1)$.

Algorithm 1 CGM

1. Input: $D_1, D_2, D_3, Q_1, Q_2, Q_3, TSS$
2. Output: $F(Q_1)$
3. for each document $F_i$ in $F$ containing $D_1, D_2, D_3$ do
   4. if $RScore(D_i, Q_1) > Score$ then
      5. Insert $D_2, D_3$ into $F(Q_1)$;
      6. $RScore(D_2, Q_2)$;
      7. $RScore(D_3, Q_3)$;
      8. Insert a new element $(RScore(D_2, Q_2)$, $RScore(D_3, Q_3)$, $FID$) into RList;
   9. else
      10. return;
   11. end if
   12. end for
13. for each $F_j, F_k$ in $F(Q_1)$ do
   14. if $RScore(D_{j2}, Q_{j2}) == RScore(D_{k2}, Q_{k2})$ then
      15. Compare the TSS of $F_j, F_k$ to sort the elements of $F(Q_1)$;
   16. else
      17. According to the $RScore(D_3, Q_3)$ to sort the elements of $F(Q_1)$;
   18. end if
   19. end if
   20. end for

The flow chart in Fig.4 intuitively illustrates the process of algorithm CGM. In Fig.5, we give an example of distinguishing John is going to Boston by bus from John is going to Boston by bike, when they are changed into index vectors. Observing the vectors, we can make a clear distinction between the two because of the third vector, simultaneously we also conclude that they are similar in the semantic sense because of the other ones.

Fig. 4. A flow chart of algorithm CGM

Fig. 5. Index vectors display form for John is going to Boston by bus. Index vectors display form for John is going to Boston by bike.

4.3 SSCG Scheme

4.3.1 Overview of the SSCG Scheme

Based on the USSCG scheme and referring to the encrypted scheme of [8, 9], we construct a semantic search scheme based on conceptual graphs over encrypted outsourced data–SSCG. Our proposed SSCG scheme tries to solve the problem of how to let a server quickly perform a ranking knowing only ciphertext, which satisfies the security guarantee of searchable symmetric encryption (SSE). To effectively support encrypted ranked search, we resort to modified OPSE [8] to achieve more practical performance.

In this paper, we employ the idea of one-to-many order-preserving mapping from [8], which mixes the unique file IDs together with the plaintext as the random seed in the final ciphertext chosen process. Because the unique file ID is a random coin generator, $HYGEINV()$ represents the plaintext, $HYGEINVF()$ is a random coin creator, $m$ represents the plaintext, $HYGEINVF()$ is a instance for the $HGD()$ sampling function.

In this paragraph, we give a rough description of SSCG based on modified OPSE: we encrypt our data documents, index vectors, and relevance score and outsource them to the cloud server. When receiving a search request, the server performs matching between index vectors and query vectors via two different processes. In the first step, the cloud server checks how similar the source and the query in the first index are which is decided by MRSE as presented in [9]. Next, we compare the second and third vectors according to their hash values. Finally, if there are still multiple index
parameters as follows: $OPM : \{0,1\}^d \times \{0,1\}^{\log|D|} \rightarrow \{0,1\}^{\log|R|}$. The whole process is shown in Algorithm 2 and 3.

### Algorithm 2 One-to-many Order-preserving Mapping

1. Input: $D, R, m, id(F)$
2. Output: $c$
3. while $|D|! = 1$ do
4. \{$D, R$\} $\leftarrow$ BinarySearch($K, D, R, m$);
5. end while
6. $\text{coin} \leftarrow \text{TapeGen}(K, \{D, R, 1 \parallel m, id(F))$);
7. $c = \text{coin} R$;
8. Return $c$;

### Algorithm 3 BinarySearch

1. Input: $K, D, R, m$
2. Output: $D, R$
3. $M \leftarrow |D|; N \leftarrow |R|$
4. $d \leftarrow \min(D) - 1; r \leftarrow \min(R) - 1$
5. $y \leftarrow r + |N|$
6. $\text{coin} \leftarrow \text{TapeGen}(K, \{D, R, 0 \parallel y\})$
7. $x \leftarrow d + \text{HYGEINV} (\text{coin}, M, N, y - r)$
8. if $m < x$ then
9. \{$D \leftarrow \{d + 1, ..., x\}; R \leftarrow \{r + 1, ..., y\}\}$
10. else
11. \{$D \leftarrow \{x + 1, ..., d + M\}; R \leftarrow \{y + 1, ..., r + N\}\}$
12. end if
13. Return $\{D, R\}$

Here, $\pi$ is a collision resistant hash function with the parameters as follows:

$$\pi : \{0,1\}^k \times \{0,1\}^* \rightarrow \{0,1\}^p$$

where $p > \log m$

Generally, $\pi(\bullet)$ will be instantiated by an off-the-self hash function such as SHA-1, in which case $p$ is 160 bits.

#### 4.3.2 Detail of the SSCG Scheme

Our proposed SSCG scheme can be described as follows:

In the Setup phase:

1. The data owner calls $\text{KeyGen}(1^k, 1^l, 1^m, 1^p, |D|, |R|)$, generates random keys $x, y, z \leftarrow \text{HYGEINV} \{0,1\}^k$, and outputs $K = \{x, y, z, 1^l, 1^m, 1^p, |D|, |R|\}$. This step is mainly performed to generate the secret key and run by the data owner.
2. For CG $G_i$ in the dataset, the data owner generates three index vectors $D_{i1}, D_{i2}$ and $D_{i3}(1 < i < n)$ using the procedure in Section 4.2.1 and sends them to the cloud server in encrypted form. The data owner encrypts $D_{i1}$ by using MRSE [9] and $D_{i2}$ and $D_{i3}(1 < i < n)$ by using $\pi(\bullet)$. Note that the dataset is also encrypted and sent to the cloud server by the data owner including encrypted relevance score $OPM(S_1)$. The data owner identifies a document by its file ID. This step mainly shows the communication between the data owner and the cloud server. Based on this, the preliminary work is ready.

In the Retrieval phase:

1. The data user generates three vectors $Q_1, Q_2$ and $Q_3$ according to a query. The data user encrypts $Q_1$ by using MRSE [9] and $Q_2, Q_3$ by using $\pi(\bullet)$ the same as for $D$, because the data user is authorized by the data owner. Then the data user sends the three encrypted vectors to the cloud server. This step mainly focuses on the interaction between the data user and the data owner.
2. Upon receiving the three vectors, the cloud server first selects $K$ nearest neighbours of $Q_1$ by comparing with $D_{11}$. Then the cloud server obtains a document set $F(Q_1)$ whose semantic structure is similar to that of the query. Then we choose $D_{12}, D_{13}$ from $F(Q_1)$ to check whether $\pi(D_{12}), \pi(D_{13})$ are the same as $\pi(Q_2), \pi(Q_3)$. This step mainly describes how the cloud server responds to the data user.
3. The cloud server now knows the encrypted file identifiers $id(F_i)$ (suppose $D_{2j} = Q_{2j}, D_{3j} = Q_{3j}$; thus, $j \in \{1, ..., N\}$) and their associated order-encrypted vectors $OPM(S_j)$. Because the vectors $D_2$ and $D_3$ are encrypted by the hash, we can directly check if $\pi(D_{2j})$ is the same as $\pi(Q_2)$ through specific corresponding hash values. If there still exist two documents that cannot be distinguished well, the cloud server will check the encrypted relevance scores $OPM(S_j)$.
4. The cloud server then returns back the files in a ranked way and the data user can provide selected $k$ to decide to send the top-$k$ most relevant files.

The last two steps mainly show how the cloud server finishes its work according to the requirement of the data user. The above process demonstrates how the scheme is run by the data owner, the data user and the cloud server.

#### 4.3.3 Discussion

In this section, we focus on how our scheme achieves the design goals mentioned in Section 3.2. The concrete analysis is given as follows corresponding to these three goals:

- **Ranked search**: The goal requires the cloud server to return sorted files to the data user. In our scheme, as long as one concept in the second or the third index vector in one source document has a different value than the other source index vectors, we can draw a conclusion about which is more suitable. Moreover, if the comparison fails in this way, then the cloud server will rank their results according to TSS. Through these two steps, there will be enough to distinguish these files in an ordered way.

- **Search efficiency**: In our scheme, we compare our scheme with schemes in [8, 9] which shows the
efficiency of our scheme. For a detailed description, see Section 6.

- **Privacy:** With the help of the modified OPSE, the server can rank the files in the RList efficiently. In the process of retrieval, the cloud server can only learn index vectors and the relevance score in the encrypted form instead of plaintext, thus we can further mitigate the useful information revealed to the cloud server. The above scheme clearly satisfies the security guarantee of SSE. For detailed analysis, see Section 5.

In summary, our scheme has achieved the predefined design goals.

## 5 Security Analysis

In this section, we will focus on the security of our scheme by analyzing the security guarantee mentioned in Part 3. In our scheme, the encrypted documents and indexes including trapdoors will be exposed to the cloud server. However, the plaintext documents are under protection. We consider that the cloud server cannot infer the encrypted information. We also use OPSE to protect our relevance scores. Thus, in the next section, we first analyse the security of one-to-many OPSE and then combine with our scheme to prove the security.

### 5.1 Security Analysis for One-to-Many Mapping

The one-to-many OPSE [8] which we employ from [8] is adapted from [21]. It appends the file ID as the additional seed which causes the same plaintext to no longer map to the same ciphertext. It is randomly assigned in the range R. It confuses determined mapping which also makes it more difficult for the cloud server to infer the information.

### 5.2 Security Analysis for Ranked Search

In our proposed scheme which is referring to the encrypted scheme RSSE of [8], data files and index vectors are outsourced in the encrypted form. Due to the security strength of the file encryption scheme, the file content is clearly well protected. Thus, we only need to focus on index vectors privacy which means we need to prove the security of our scheme based on RSSE [8] and MRSE [9].

The security of MRSE [9] depends upon secure kNN [20] which mainly contains two steps: matrix encryption, random split. We take [22] as a reference to prove the secure problem. We first describe the secure KNN which solves the problem of finding the nearer point of the two as follows.

\[
\begin{align*}
KNN & : \left\{ \begin{array}{l}
\| p_1 - q \| - \| p_2 - q \| > 0 \\
( p_1 - p_2 - 2q ) \cdot q > 0 \\
\left( \begin{array}{ll}
(p_1 - 0.5(p_2 + p_1)) \cdot q, 1 \\
(p_2 - 0.5(p_2 + p_1)) \cdot q \\
q^* > \| q^* \| \\
E(p_1^* \cdot E(q^*) > E(p_1^* \cdot E(q^*)) \\
\end{array} \right)
\end{array} \right.
\end{align*}
\]

where \( p^* = (p, -0.5(p \cdot p)) \), \( q^* = (q, 1) \), \( \| p \| \) represents Euclidean norm of \( p \), \( \cdot \) is inner product, and \( E(\bullet) \) is an encryption function.

Distance-preserving transformation (DPT) is the basic idea which supports KNN in theory. DPT encrypts index points so that computing the distance of two points like in the plain index database. Although DPT has been proved to be able to resist level-1 attack. Unfortunately, DPT cannot resist high level attack which is not secure for users.

- **Matrix Encryption:** Considering the high level attack such as level-2 attack, we should protect the distance information between any two index points \( p_1 \) and \( p_2 \) from the attack through encryption, which is not distance-recoverable. The problem is well solved until the scheme based on matrix encryption is promoted.

- **Key:** a \( n' \times n' \) invertible matrix \( M \).
- **Index encryption:** The encrypted index point \( \hat{p} = M^T p \).
- **Query encryption:** The encrypted query point \( \hat{q} = M^{-1} r q \), where \( r \) is a random number.
- **Distance comparison:** It only needs to confirm whether \( (\hat{p}_2 - \hat{p}_1) \cdot \hat{q} > 0 \), where \( \hat{p}_1 \), \( \hat{p}_2 \) and \( \hat{q} \) are encrypted values of \( p_1 \), \( p_2 \), \( q \) respectively to judge who is closer to the \( q \).

**Theorem 1:** Suppose \( \hat{p}_1, \hat{p}_2, \hat{q} \) are the encrypted values of the index points \( p_1, p_2 \) and the query point \( q \), respectively, matrix encryption scheme correctly determines whether \( p_2 \) is closer to \( q \) than \( p_1 \) by checking \( (\hat{p}_2 - \hat{p}_1) \cdot \hat{q} > 0 \).

**Proof:** Note that,

\[
\begin{align*}
(\hat{p}_2 - \hat{p}_1) \cdot \hat{q} &= (p_2 - p_1)^T q \\
&= (p_2 - p_1)^T r q
\end{align*}
\]

That means

\[
(\hat{p}_2 - \hat{p}_1)^T r q > 0
\]

\[
\Leftrightarrow p_2^T - p_1^T > 0
\]

\[
\Leftrightarrow \| p_1 - q \| - \| p_2 - q \| > 0
\]

This matrix encryption scheme reveals no information about distance between any two index points and thus it can resist level-2 attack. However, this scheme is not secure against level-3 attack.

- **Random Split:** To deal with the limitation of matrix encryption scheme above, it just needs to make the matrix \( M \) harder to crack. Introducing some randomness is one popular method to solve the above problem which makes it difficult to set up the equations. We describe the advanced scheme integrating random split into matrix encryption.

- **Key:** two \( n \times n \) invertible matrix \( M_1, M_2 \); a \( n \)-bit randomly generated vector as \( S \).
- **Index encryption:** The index point \( p \) is firstly split into two parts \( \{ p_{00}, p_{01} \} \). If \( S[j] \) is 0, \( p_{00}[j] \) and \( p_{01}[j] \) are both set as \( p[j] \); otherwise, \( p_{00}[j] \) and \( p_{01}[j] \) can be set as random values while the sum of them should be equal to \( p[j] \). The encrypted value of \( p \) is the pair \( \hat{p} = \{ M_1^T p_{00}, M_2^T p_{01} \} \).
- **Query encryption:** The query point \( q \) is also firstly split into two parts \( \{ q_{00}, q_{11} \} \). If \( S[j] \) is 0, \( q_{00}[j] \) and \( q_{11}[j] \) can be set as random values so that the sum of them should be equal to \( q[j] \); otherwise, \( q_{00}[j] \) and \( q_{11}[j] \) are both set as \( q[j] \). The encrypted value of \( q \) is the pair \( \hat{q} = \{ M_1^{-1} q_{00}, M_2^{-1} q_{11} \} \).
- **Distance comparison:** To determine whether \( p_2 \) is closer to \( q \) than \( p_1 \), it only needs to check whether \( (p_2 - p_1) \cdot \hat{q} > 0 \) \( \Leftrightarrow (p_2 - p_1) \cdot q > 0 \), where \( \hat{p}_1, \hat{p}_2 \) and \( \hat{q} \) are encrypted values of \( p_1, p_2, q \) respectively.

Theorem 2: With combined of random split, the scheme can resist the level-3 attack if the cloud server cannot recover the splitting configuration (e.g., the vector S in key).

Proof: According to the definition, for any index point $p_i \in P_i$, a level-3 cloud server knows the encrypted values $I_i = \{p_{ia}, p_{ib}\} = \{M_i, p_{0i}M_2, p_{0i}\}$. If the cloud server doesn’t know splitting configuration, he has to set $p_{0i}$ and $p_{0i}$ as two random n-dimensional vectors. And then he sets the following equations: $M_i^T p_{0i} = p_{ia}$ and $M_2^T p_{0i} = p_{ib}$, where $M_1$ and $M_2$ are two $n \times n$ matrix. There are $2n |P_i|$ unknown variables in $p_{0i}$ and $p_{0i}$ and $2n^2$ unknown variables in $M_1$ and $M_2$. Since there are only $2n |P_i|$ equations, the cloud server doesn’t have sufficient information to crack the matrix. Hence, random split based on matrix encryption can resist the level-3 attack.

Next, we analyse the security of our scheme SSCG based on the above proof.

The index privacy of the first vector in the CG is well protected if the secret key is kept confidential because such a vector encryption method has been proven to be secure in the known ciphertext model [20]. With the randomness introduced by the splitting process and the random numbers $r$, and $t$ which is adapted from [9]. Our index vectors generate two totally different trapdoors for the same query $Q_1$. This nondeterministic trapdoor generation can guarantee the security of the trapdoor and protect the trapdoor from an adversary. Moreover, with a properly selected parameter for the random factor, even the final score results can be obfuscated very well, preventing the cloud server from learning the relationships of given trapdoors and the corresponding CG.

The remaining vectors in the CG are encrypted by using $\pi(\bullet)$; the relevance scores are encrypted by using $OPM$. $\pi(\bullet)$ is a function of hash and is an irreversible process. We consider that the encryption and the encrypted "keywords" are secure enough which includes the adversary not being able to learn the plaintext. As for relevance scores, under the premise of balancing efficiency and security, we choose a reasonable range size $R$ based on [8]. Although we can make the range size $R$ large enough and ensure the encrypted scores will have few copies - this is not practical. Furthermore, the score is still an order-preserving numeric sequence. The adversary is also unable to calculate the specific scores.

Certainly, we can add a certain number of dummy into the vectors with mixture order. This means that will be harder for the adversary to restore the original sentences according to the index vectors, which further reduces the information leakage from an over point of view.

6 Performance Analysis

In this section, we realize the search system using CSharp language to estimate the overall performance of the proposed scheme. The implementation platform is a Windows 7 server with Core2E CPU 2.93GHz. In the experiment, we use a real-world dataset: the CNN dataset [20] (www.cnn.com) which is publicly available to build the outsourced dataset. We use approximately 1,000 files from the CNN dataset as the outsourced dataset.

6.1 Precision

In this section, we mainly focus on the precision of our scheme. The precision here means indicates whether users attain the desired documents according to queries. In our scheme, we also need to balance precision and privacy. To reduce the loss of precision, the balance strategy of precision and privacy involving introducing dummy keywords in [9] is used in our scheme. In theory, it is highly possible to return all the query results related to the users’ query because of the construction of the CG. Our index vectors have covered all the information of the CG and the CG is a perfect semantic representation of knowledge. It is reasonable that our retrieval has high precision.

6.2 Efficiency

6.2.1 Index Vectors Construction

The process of index vectors construction for document collection $F$ includes two main steps:

1) generating vectors based on the document collection $F$;
2) encrypting the index vectors using MRSE and $\pi(\bullet)$.

The index structure is constructed by following post-order traversal of the CGs based on the document collection $F$. For each CG, generation of index vectors takes $O(3n + 1)$ time, and $n$ is constant (the dimensions of vectors are fixed and $n, n, n + 1$ respectively). As for the first vector of the three, the vector splitting process takes $O(m)$ time, and two multiplications of a $(m \times m)$ matrix takes $O(m^2)$ time. Here, $m$ is also a constant because it is related to $n$. When we encrypt the left two vectors by using $\pi(\bullet)$, it is easy to know that their cost is a total $O(2n + 1)$. As a whole, the time complexity for index vectors construction is $O(N \times (5n + 2 + m^2))$, where $N$ represents the total number of documents in the document collection $F$. Apparently, the time cost for building index vectors mainly depends on the cardinality of document collection $F$. Although the index vectors construction consumes relatively much time at the data owner side, it is noteworthy that this is a one-time operation.

Table 2 shows when the size of documents is approximately 1000, the time cost and space cost of building the every index. Fig.6 shows the cost of overall index construction in our scheme; it is nearly linear with the size of data documents. Table 3 shows the time cost of RSSE[8] of index construction. Although our scheme greatly differs from the traditional keyword search, the time cost of index construction in [8] can partly prove that our scheme is acceptable when contrary to the existing published statistics in Table 2 and Table 3. We also list the total time cost of index construction for our scheme and MRSE[9] in Fig.6 and Fig.7. As a one-time operation, the results also demonstrate the receivability through the comparison between our scheme and MRSE.

6.2.2 Query

For each search request $Q$, the search procedure is implemented as follows:

1) determine whether the index vector $D_1$ for document $F$ satisfies the search vector $Q_1$;
TABLE 2
Index Construction overhead for approximate 1000 files.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Number of files</th>
<th>Index vectors size</th>
<th>Construction of index vectors for per CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSCG</td>
<td>1036</td>
<td>8802 KB</td>
<td>1.72s</td>
</tr>
</tbody>
</table>

TABLE 3
Index Construction overhead for approximate 1000 files.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Number of files</th>
<th>Per keyword list size</th>
<th>Per keyword list build time</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSSE</td>
<td>1000</td>
<td>12414 KB</td>
<td>5.44s</td>
</tr>
</tbody>
</table>

Fig. 6. The time cost for index vectors construction

Fig. 7. The time cost for index vectors construction in MRSE[9]

Fig. 8. Time cost of query

Fig. 9. Time cost of query in MRSE[9]

Fig. 10. The time cost for top-k retrieval

Fig. 11. The time cost for top-k retrieval in RSSE[8]
2) compute the similarity score between $D_2, Q_2$ and $D_3, Q_2$ if $D_1$ satisfies $Q_1$;  
3) compare the TSS mentioned in section 1 with each other if $D_2$ satisfies $Q_3$ and $D_3$ satisfies $Q_3$;  
4) rank all the similarity scores of relevant documents.

Next, we then present the result of time cost for top-k retrieval and query to prove the efficiency of our scheme.

Fig.8 and Fig.9 show the time cost for query of our scheme and MRSE[9]. We can still compare with MRSE to prove that our scheme is acceptable instead of efficient, although our scheme is different from MRSE essentially. From the two figures, we can conclude that our scheme is not as effective as MRSE. However due to the additional information, we return more accurate results to make up for the loss of efficiency. Fig.10 and Fig.11 show the time for top-k retrieval of our scheme and RSSE [8]. The reason to do so is the same as the query; we simplify our interpretation here. Although the result is worse than that of RSSE, we still consider 0.2s as acceptable for data users for more precise results.

7 Conclusion
In this paper, we define the problem of semantic search based on conceptual graphs over encrypted outsourced data for the first time. We choose CGs among various methods of knowledge representation to represent the documents. To generate the CGs, we apply a state-of-the-art technique, i.e., text summarization and Tregex a tool for simplifying sentences in our method. And to achieve our design goals of both system security and usability, we divide each CG into three index vectors based on the structure of the CG, the type of concept and the value of concept. We apply order preserving symmetric encryption (OPSE) to our scheme to enhance security. Experimental results demonstrate the efficiency of our proposed scheme.

In further work, we will continue to study the semantic search over encrypted cloud data with the support of natural language processing technology. Specifically, we are considering introducing other semantic representations in encrypted form or modifying the process of changing a conceptual graph into a numerical vector which can help improve accuracy and efficiency.
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